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Content
This handout addresses the topic of 'Fair Machine Learning' using the example of facial 
recognition technology. It begins with an introduction to facial recognition technology and 
demonstrates the value of critically examining machine learning through the 'Gender Shades' 
study. Then, it explains how machine learning models can be critically viewed from both a 
social and a technological perspective.

IdentiTOP Use Case & Jupyter Notebook
The contents of the handout are demonstrated using the fictional use case IdentiTOP in a  
Python Jupyter Notebook. Google Colab offers the possibility to use Jupyter Notebooks with 
just a browser.

The notebook is available at     bit.ly/identitop.

Learning Objectives
● Participants know use cases for facial recognition technology.
● Participants can identify common risks when applying machine learning models

(Social Perspective).
● Participants know quality metrics for machine learning models (Technological

Perspective).
● Participants can select appropriate quality metrics for specific risks (Technological

Perspective).
● Participants can calculate quality metrics based on the confusion matrix

(Technological Perspective).
● Participants can interpret the significance of quality metric results for the risks of

machine learning models (Technological Perspective + Social Perspective).
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1. Facial Recognition Technology
With the help of machine learning, we can develop models that classify data based on 
features or make predictions about it. Such models are used, for example, in facial 
recognition technology. Facial recognition technology has three stages [3]:

Facial Recognition
Identifying whether there is a face in the image. 1️⃣

Feature Recognition
Identifying what kind of face it is. 2️⃣

Identity Recognition
Identifying whose face it is. 3️⃣

Examples of use cases for these technologies are:

1⃣ Facial Recognition 2⃣ Feature Recognition 3⃣ Identity Recognition

🤳 💲 👮
Photo filters in apps like 

SnapChat [1]
Identifying gender and age 

to suggest targeted 
advertisements [2]

Identification of wanted 
individuals in video 

surveillance [5]

🧑‍💻 🧑‍🏫 🪪
Monitoring during an 

online exam to ensure a 
person is alone in front of 

the computer [8]

Measuring interest during 
a lesson as feedback for 

teachers [7]

Identification of 
participants during an 

online exam [6]

Check the Jupyter Notebook for the description of IdentiTOP.
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2. Gender Shades
"Gender Shades" is one of many studies that critically examine machine learning. In this 
study, automated facial recognition services were investigated for their fairness regarding 
gender and skin color [4]. The analysis of facial analysis algorithms found that women, 
compared to men, and darker-skinned individuals, compared to lighter-skinned individuals, 
were more frequently misclassified [4]. Dark-skinned women were the most frequently 
misclassified [4]. Researchers found that this was primarily due to the training data of the 
algorithms: existing datasets mainly included lighter-skinned men [4].

Figure 1: Results of the “Gender Shades” study. Source: gendershades.org

3. Critically Examining Machine Learning
The critical examination can be carried out in three sequential stages, of which primarily 
Stage  1⃣  is addressed here:

How fair is the machine learning system? 1️⃣

What are the causes of unfairness? 2️⃣

How can unfairness be addressed? 3️⃣

The critical examination at Stage  1⃣  follows four steps:

1️⃣ 2️⃣ 3️⃣ 4️⃣

🔔 

Identify model 
risks

→ 🔎 

Select quality 
metrics

→ 📏 

Calculate quality 
metrics

→ 🧠 

Interpret quality 
metrics
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In conclusion, an additional step can be added, which, however, already touches on 
Stages  2⃣  and:

5️⃣

🛠 

Develop improvement 
suggestions

All steps are explained in more detail below:

Step  1⃣ :  Identify model risks 🔔
The following questions can help identify the risks of a model:

● What are potential disadvantages and negative consequences of a system?
● What errors can occur?
● What are the impacts of these problems on people?
● Can these problems occur structurally and cause discrimination?

The following section discusses the previously presented use cases 
for facial recognition technology with regard to their risks:

🤳 The use of facial recognition technology in apps like SnapChat
allows users to apply interactive, entertaining, or beautifying filters
to their faces. However, errors in recognizing facial features can
occur, resulting in unwanted filter effects. Additionally, the use of 
beautifying filters could disturb users' self-image and the perception 
of others.

💲 Identifying gender and age to suggest targeted advertisements [2]
Identifying gender and age enables targeted advertising that is potentially
more relevant to the addressed individual. Incorrect identification of 
gender or age could lead to irrelevant ads. This could also have 
psychological effects, for example, for trans people. Even when recognized 
correctly, individuals might feel misunderstood or stereotyped. It is 
important to ensure that stereotypes are not reinforced and that people 
have the option to manually specify their preferences.
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👮 
Identification of wanted individuals through video surveillance [5]
The identification of wanted individuals could enhance public safety
and make police work more efficient. However, false identifications could 
target innocent citizens for law enforcement. Innocent people could be 
arrested or harassed, leading to mental and physical issues [10], as well as 
a loss of trust in law enforcement agencies. Therefore, this technology 
should be used with great caution and in combination with human review.

🧑‍💻
Monitoring the presence of a person during an online exam on a PC [8]
Monitoring whether a person is alone in front of the PC during an online
exam is intended to prevent cheating during exams. However, the
technology might falsely interpret other objects as a second person or fail 
to recognize other people who are present. Exam candidates could be 
unjustly accused of cheating, which could have serious academic 
consequences. Furthermore, the feeling of being monitored could put 
examinees under pressure, causing them to behave differently than usual.

🧑‍🏫
Measuring interest in class as feedback for teachers [7]
If student interest in the classroom is measured, teachers could receive
valuable feedback to adjust and improve their teaching. However, not
all facial expressions reflect genuine interest or understanding.
This is especially true for individuals from different cultural backgrounds 
who may have different facial expressions or who express their emotions 
differently due to inherent characteristics. Students may be unjustly 
labeled as disinterested or distracted, which could lead to unwarranted 
educational interventions. Therefore, this technology should not be used 
as the sole means for assessing interest.

🪪
Identification of participants in an online exam [6]
The identification of participants in an online exam ensures
that the correct person is taking the exam. However, false identification
could lead to someone being wrongly excluded from an exam, 
resulting in academic and emotional strain.

Check the Jupyter Notebook for the identification of potential risks of 
IdentiTOP.
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Step  2⃣ : Select quality metrics 🔎
In the previous step, we determined that each model carries individual risks. It is therefore 
necessary to select metrics that help to assess specific risks. For each risk, the appropriate 
metric must be identified. Many metrics are based on the confusion matrix.

The Confusion Matrix
A confusion matrix provides an overview of the accuracy of a model's results by comparing 
the model's predictions with reality (i.e., the correct result). The results of a machine learning 
model can be divided into "positive" and "negative."

The confusion matrix includes the number of correct predictions: the number of true positive 
cases (abbreviated as TP) and the number of true negative cases (abbreviated as TN). It 
also includes the number of incorrect predictions: the number of false positive cases 
(abbreviated as FP) and the number of false negative cases (abbreviated as FN).

Specifically, the confusion matrix is structured as follows [11]:

Prediction → 
Reality ↓

Predicted as Positive Predicted as Negative

Actually Positive TP FN

Actually Negative FP TN

A high model quality is achieved when TP and TN are high, and FP and FN are low.

Check the Jupyter Notebook for the confusion matrix of IdentiTOP.

What quality metrics are available?
Common metrics for evaluating model quality are accuracy, precision, and recall [9]. 
Accuracy refers to all predictions (TP + TN + FP + FN), precision to the cases with positive 
predictions (TP + FP), and recall to the actual positive cases (TP + FN). These metrics are 
calculated based on the confusion matrix as follows [11]:

Accuracy = (TP + TN) / (TP + TN + FP + FN)

Precision = TP / (TP + FP)

Recall = TP / (TP + FN)
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In addition, there are less common metrics, such as specificity, the false negative rate (FNR), 
the false positive rate (FPR), the false discovery rate (FDR), and the false omission rate 
(FOR), which are based on the confusion matrix [11]. These metrics are calculated based on 
the confusion matrix as follows:

Specificity = TN / (TN + FP)

FNR = FN / (FN + TP)

FPR = FP / (FP + TN)

FDR = FP / (FP + TN)

FOR = FN / (FN + TN)

Fairness
Fairness can be measured using mathematical fairness definitions. Fairness definitions 
indicate whether a model performs equally well for different groups.

What does "equally well for different groups" mean?

Groups Equally Well

The division of individuals based on 
different attributes, e.g., "gender." One 
group in this case would be "women." 
Groups can also be "intersectional." This 
means that people are divided based on 
multiple attributes, e.g., "gender" and 
"skin color." In this case, for example, 
"dark-skinned women" would be a group.

The quality of the model 
should be similar for all 
groups. Measures of 
similarity between two 
values are the difference 
(e.g., FPR of group 1 minus 
FPR of group 2) or the ratio 
(e.g., FPR of group 1 divided 
by FPR of group 2).

The 
measurable 
quality of the 
model, e.g., 
FPR. The 
quality metric is 
chosen based 
on the risk.

Some well-known, concrete fairness definitions include [13]:
● Predictive Parity: This corresponds to precision parity. That is, precision must be 

equally high for each group.
● Equal Opportunity: This corresponds to false negative rate (FNR) equality. That is, 

FNR must be equally low for each group.
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● Predictive Equality: This corresponds to false positive rate (FPR) equality. That is, 
FPR must be equally low for each group.

Check the Jupyter Notebook for setting quality metrics for IdentiTOP.

Step  3⃣ : Calculate quality metrics 📏
Based on the model results (predictions and reality), the selected metrics are now 
calculated.

For fairness-related risks, the appropriate quality metrics are calculated separately for each 
(intersectional) group. This separate calculation of quality metrics is also known as "slicing 
analysis."

For comparing quality metrics between two groups, the difference or the ratio of the results 
is calculated. To compare the quality between more than two groups, you can use, for 
example, the value of the best-performing group as the reference. Comparing with the 
average quality of all groups can also be a meaningful option.

⚠ Note: Not every metric can be directly calculated from the model results. It may be 
necessary to collect or request additional data. For assessing fairness definitions, for 
example, demographic data must be available.

Check the Jupyter Notebook for calculating the quality metrics of  
IdentiTOP.

Step  4⃣ : Interpret quality metrics 🧠
In the final step, the calculations are interpreted. Do the values indicate fulfillment of the 
quality criteria? Which risk hypotheses have been confirmed?

The threshold at which quality is considered similar enough to be fair must be determined 
depending on the context. Often, the "Disparate Impact" rule is used as a reference [12]. 
According to this rule, the ratio of two quality results should be between 0.8 and 1.2, or, 
under another interpretation, the difference should lie between -0.2 and 0.2. If the quality 
values are very small or would have to be divided by zero, it is advisable to use the 
difference instead of the ratio as a measure of equality.
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The interpretation often varies depending on the comparison method and the tolerance 
limits chosen. Therefore, all calculations should always be disclosed and interpreted 
comprehensively.

Check the Jupyter Notebook for the interpretation of the results for IdentiTOP.

Step  5⃣ : Develop improvement suggestions 🛠
Based on the results of the quality assessment, one can consider the reasons for the results 
(see also [14]) and provide recommendations on how to attempt to improve the system.

Check the Jupyter Notebook for the recommendations for improving  
IdentiTOP.
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